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Abstract

Defining practical significance in program evaluations is the problem addressed here. Past attempts to provide general solutions to the size-of-effect problem have relied on standardized indices which can be estimated and reported with no knowledge of what was measured. The authors regard these attempts as steps in the wrong direction and believe what is called for is a procedure whereby the content goals of the program, the content implied by a test, and the interrelationship between the two are made explicit.
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IMPACT ON WHAT?: THE IMPORTANCE OF CONTENT COVERED

by Andrew C. Porter,
William H. Schmidt, Robert E. Floden,
and Donald J. Freeman

Introduction

When defining the impact of programs it is important to distinguish between the reliability of effects (a statistical question) and the size of effects (a measurement question). The statistical question has already been adequately defined, but the measurement question has not. Traditionally, the measurement question has been stated: "What size must a program effect attain to be practically significant?" Practical significance, in turn, has been deliberately or inadvertently equated with various indices such as statistical significance, strength of an association, or standard deviation units. These efforts to define practical significance, however, disregard the fact that any program effect is estimated with an aggregate measure which cannot be interpreted
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without first considering the components aggregated. The primary focus of this paper, therefore, is the fundamental question of the composition of an aggregate program effect. The analysis begins with a critical review of efforts to define practical significance. It then focuses on empirical unidimensionality and item-by-treatment interactions, two concepts which are central to the interpretation of aggregate program effects. The paper concludes with an illustrative content analysis of standardized mathematics tests and a brief discussion of how such content analyses are significant for the size-of-effects problem.

**Past Efforts to Define Practical Significance**

Four general problems with past attempts to assess the size of effect can be identified. First, many researchers confuse practical significance with statistical significance; neither type of significance implies the other. This confusion is perhaps the most frequent misinterpretation of the size of program effects. In the behavioral sciences, this confusion may well stem from an historical preoccupation with testing the null hypothesis. Since the results of tests for statistical significance are on a dichotomous scale (significant or not), there is little information immediately available to provide further guidance. Some investigators have attempted to squeeze extra meaning from significance tests by reporting results from "almost significant" to "highly significant." It is well known, however, that any nontrivial null hypothesis can be rejected given sufficient precision of analysis. For example, an F test statistic for differences of means has sample size
in its numerator and so can be manipulated quite independently of the effect being investigated. In that sense, the null hypothesis can be thought of as a "straw man" (Kempthorne & Folks, 1971, p. 347) and any failure to reject it as a Type II error. Evidence of statistical significance, therefore, is not sufficient to support policy.

Morrison and Henkel (1970) have provided an interesting collection of articles dealing with the significance test controversy, several of which comment directly on the important distinction between practical and statistical significance. While none of the articles provided an answer for defining practical significance, it was pointed out that value judgments are at issue in defining statistical significance as well as in defining practical significance. In the case of statistical significance, however, the value question is resolved through convention when the investigation agrees on one or two levels of significance.

In that same collection, Gold (1969) indicated a second difficulty in defining the importance of an effect; the importance of an effect of a given size may vary with its location on a scale. Different utilities may be assigned to a fixed increment at different points on a scale. Even for interval scale data, a one-unit effect may have different meaning depending upon its location along the scale continuum. The possibility of shifting importance was recognized long ago in another context when Dalton (1920) stated that increments in income have progressively less utility after the base income reaches a certain level.

A third problem with past attempts to define practical significance is that many size-of-effect indices are influenced by factors independent of the utility of an effect. Thus, single effects may produce widely
varying values depending on factors such as population heterogeneity and amount of measurement error. These difficulties plague even such "scale free" estimates as measures of association and measures in standard deviation units.

Many suggest that reporting an index of association which is relatively insensitive to sample size will avoid the problems suggested by equating statistical and practical significance. Eta squared, epsilon squared, omega squared, and the Pearson correlation have all been used in an attempt to indicate the practical importance of observed relationships. A substantial body of literature has evolved surrounding the relative advantages and disadvantages of these indices (e.g., Cohen, 1969; Friedman, 1968; Hays, 1963; Kennedy, 1970). In practice, the small differences among indices are probably of little importance given the imprecision of the data from which they are calculated. Furthermore, the sampling fluctuation of the index is often ignored. Most advocates of measures of association first ask if the relationship is significantly different from zero. Once statistical significance has been observed, however, it is common practice to forget about sampling fluctuations and interpret the point estimate of association as a parameter. Thus, if the criterion for importance is 10% or more of the variance accounted for, a sample $R^2$ of .10 or larger is taken to meet the criterion.

Glass and Hakstian (1969) have been critical of all indices of association, at least for use in designs involving fixed effects. They express concern that researchers will be misled into interpreting a fixed effect as though it were random. To their concern it should be
added that the measures of association are all functions which depend upon the heterogeneity of the population selected for investigation and the amount of measurement error in the variables. Neither heterogeneity nor measurement error is likely to covary with practical significance, however defined. Clearly, then, defining practical significance in terms of an index of association is potentially misleading.

Even if measures of association are useful for deciding what constitutes a strong relationship, this question remains: "How large must the index be to be practically significant?" It is difficult to decide how much variance explained is sufficient to have practical value (particularly if the independent variable is qualitative with more than two levels). In reference to estimates of aptitude by treatment interactions, Cronbach and Snow (1977) assert that a .40 difference between standardized regression coefficients "seems likely to be theoretically important," as is "a difference between transformed correlation coefficients of .424" (p. 56). While they provided no substantive rationale for their criterion, they did add the caveat that "costs and utilities could warrant specifying a greater or smaller effect size" (p. 56).

Others who distinguish practical significance from statistical significance have turned to expressing effects in standard deviation units. Criteria such as .5 or more standard deviations have been used when judging the importance of findings from evaluations (e.g., Westinghouse Learning Corporation, 1969). In addition, standard deviation units have nearly universal application in defining the size of effect to be detected in
a priori power calculations (Brewer, 1972; Cohen, 1969; Subkoviak & Levin, 1977). But which standard deviation should be used? Should it be the square root of the error variance for testing the significance of an effect and so perhaps differ from hypothesis to hypothesis within a study? Should it be the standard deviation defined on individuals even when the unit of analysis is some aggregate of individuals? These and similar questions remain unanswered.

Despite the difficulties, most people concerned with conducting evaluations agree that an evaluator should decide for him/herself (or his/her client) what constitutes practical significance and design the evaluation and report the results accordingly (e.g., Boruch & Gomez, 1977). Of the three procedures for defining practical significance just reviewed, measures of association provide the metric least sensitive to factors conceptually unrelated to the size of a program effect; in that sense, they seem best suited to the problem of defining practical significance.

Regardless of metric, however, what constitutes an important effect in an evaluation depends on value judgments which may be made in different ways by different parties.

The fourth problem with previous attempts at defining practical significance is poor reporting practice that makes it difficult—if not impossible—to reasonably assess the utility of a program effect without access to the original data. The lack of reported information about the compositions of an outcome measure forces the reader to accept the evaluator’s values. Even worse, it may be that the evaluator is naive about the validity of his measures. In reporting results, therefore, it seems reasonable to strive to present sufficient information
about the variables so that others might exercise their own values when interpreting the findings.

Unfortunately, all of the methods for defining practical significance considered thus far facilitate the practice of reporting program effects without providing information about the composition of the dependent variable. The extent of this reporting problem is indicated in Anderson's (1972) review of 130 articles (in the Journal of Educational Psychology and the American Educational Research Journal) from June 1964 to February 1971 in which one or more homemade tests of reading comprehension were used:

Most investigators reported nothing about their tests beyond such rudimentary information as the number of items and the response mode. Several investigators did not hint that a test was used until the analysis of variance was described, at which point, the test was mentioned no more. One investigator characterized his test in a single sentence. "Criterion achievement was measured by the final achievement test." (p. 165)

Dimensionality of Achievement Tests

Aside from the four problems discussed above, the common practice of thinking about the size of an effect in terms of an aggregate measure is, in itself, likely to be misleading. An achievement test generally assesses achievement in a number of content areas. Thus, identical aggregate scores on an achievement test do not necessarily reflect the same level of achievement across all content areas. In a mathematics program, for example, the same aggregate effect might be produced by a large gain in either computational skills or understanding of mathematical concepts. The values placed on each of these two areas may differ, however. Similarly, an effect in an area to which consider-
able program resources had been devoted would have different meaning
than an effect in an area to which no resources had been committed.

Yet, achievement tests (or at least subtests) are constructed to
be empirically unidimensional. For example, the mathematics subtests
of concepts, computation, and applications on the Stanford Achievement
Test (SAT) Intermediate Level I, Form A are reported to have internal
consistency reliabilities of .87, .91, and .93, respectively, when
given to beginning fifth graders. Evidence of internal consistency
has been taken as evidence that all items measure a single trait;
this brings into question the utility of identifying subsets of items
(e.g., Goolsby, 1966). There are at least two reasons why evidence of
a test's empirical unidimensionality may be misleading as to the utility
of identifying subsets of items. The first reason stems from the defini-
tion of empirical unidimensionality; the second is a function of the
ways in which unidimensionality is estimated.

The empirical definition of unidimensionality calls for a large
first factor on the item intercorrelation matrix. Thus, empirical
unidimensionality is a static concept specific to the time of test
administration and the population of respondents. Consider a population
of respondents and set of items that yield an item intercorrelation
matrix with equal off-diagonal elements. Suppose half the items require
division with remainder, half the items require multiplication of three-
digit numbers, and the population of respondents is beginning fourth-
grade students. If experiencing an intervention were to reduce uni-
formly the difficulty of half the items -- for example, the intervention
focused on multiplication of three-digit numbers and did not consider division -- the only effect on the item intercorrelation matrix would be to create a difficulty factor. The difficulty factor could be avoided by use of tetrachoric coefficients (Carroll, 1961). Yet, despite empirical unidimensionality (both prior to and after the intervention), there is clearly a useful distinction between the two subsets of items. It is of interest, therefore, to ask whether a test is unidimensional relative to an intervention, i.e., does an intervention affect all item difficulties equally? Searching for differential effects across items is analogous to searching for aptitude-by-treatment interactions (ATI's) and might be called the search for item-by-treatment interactions (ITI's).

Most test data, however, are not confined to individuals receiving a single intervention. In education, different students receive different educational experiences, and these experiences may have different effects across items. If a test is comprised of sets of items defined by concepts such that the effect of an intervention is constant within each set, and if the effects of interventions vary with less-than-perfect correlation across sets of items, the sets should be reflected in the pattern of item intercorrelations. This effect on item intercorrelations occurs because the intervention effects contribute to both the covariance and variance of items within a set but not to the covariance of items between sets. Since data from norm groups of standardized tests would seem to be a case in point, the fact that they are reported to be internally consistent still seems to challenge the importance of ITI's. The apparent unidimensionality of standardized tests, however, may only
be evidence for the existence of a strong single dimension, not for the absence of content factors. If, in the situation just described, items were arranged by concepts, the item intercorrelation matrix would be a super matrix with submatrices on the main diagonal representing within-concept correlations. If ITI's are present, the diagonal submatrices will have higher correlations than the off-diagonal submatrices, thus yielding a factor for each concept. (The off-diagonal submatrices could all be equal except for the effects of varying item difficulties.) The off-diagonal submatrices will also tend to have positive correlations, however, because of individual differences in aptitude and the likelihood of positive correlations between intervention effects across sets of items due to the hierarchical nature of most subject matter. The positive off-diagonal submatrices contribute to a single common factor. Using the Spearman-Brown prophecy formula, the more concepts included, the stronger the general factor. Furthermore, the fewer items per concept, the less clearly defined the second order concept factors. Thus, evidence of an internally consistent test should not be misconstrued as indicating the uselessness in searching for ITI's in evaluations using that test.

When defining practical significance, then, concern for describing test content validity for an intervention and the possibility of ITI's are both important. Those who have been interested in the possibility of item-by-treatment interactions have been, for the most part, relatively unconcerned about constructing achievement tests to reflect the content of interventions (Mandeville, 1972; Moonan, 1955). Recently, the
most visible interest in ITI's has been in the area of detecting bias in existing tests (e.g., Cleary, 1968; Jensen, 1976). In this context, few interactions have been found, though Gupta (1969) reported a sex-by-item interaction for Step-Math 2A. Likewise, those who have called for careful test construction to reflect the content of interventions have not seemed particularly concerned with detecting item-by-treatment interactions (with the exception, maybe, of Hastings, 1966).

As usual, actual practice has lagged well behind recommended practice. The call for program-valid achievement testing in evaluation (e.g., Bloom, Hastings, & Madaus, 1971; Nunnally & Wilson, 1975; Shoemaker, 1975) remains largely ignored. The goals of educational interventions are typically vague, making difficult the selection of content-valid dependent variables. Even when program implementation is given explicit attention, the content goals of the program are inadequately considered. In the discussion of curriculum change by Fullan and Pomfret (1972, p. 361), for example, there was little analysis of content goals (just one of five dimensions considered).

In a few notable exceptions, evaluations have included carefully constructed program-valid achievement measures. Hively, Maxwell, Rableh, Sension, and Lundin (1973) provided a detailed account of their domain-referenced evaluation of the MINNEMAST Project -- a modern mathematics and science curriculum for elementary school. In that evaluation, the authors made extensive use of item forms to represent domains. The chapters in Part II of Bloom et al. (1971) also provide illustrations of content analyses on which program-valid achievement tests might be constructed. Finally, objectives-referenced test systems which are
commercially available make it possible to construct tailor-made achievement tests for a few subject matter areas (e.g., SORAR Field Manual I, 1972). In more general terms, the concept of "universe-defined" (Osburn, 1968; Hively, Patterson, & Page, 1968) of domain-referenced (Hively et al., 1973) tests -- where content is made clear through rules of construction -- holds promise for meeting both ITI and reporting concerns.

**An Illustration Using Standardized Test Content**

The mainstream of educational evaluation continues to rely on standardized tests of achievement as opposed to tests constructed to fit a particular need. These standardized tests are designed to evaluate individual student differences on a rather amorphous national curriculum. The market is dominated by the Stanford Achievement Tests, Iowa Tests of Basic Skills, California Test of Basic Skills, and the Metropolitan Achievement Tests. The methods for selecting one test over another in any particular situation are not documented and remain unclear. For the most part, it appears that these tests are used interchangeably, with frequent references made to the high intercorrelation among corresponding subtests. As noted previously, however, evidence of intercorrelation (internal consistency) can be misleading in terms of interchanging tests.

Despite frequent attacks on the use of standardized tests for program evaluation (Airasian & Madaus, 1976; Cox & Sterrett, 1970; Shoemaker, 1975), the criticism remains on an abstract level. Far too few careful analyses of standardized test content have been completed --
analyses which could demonstrate the link between test and program-to-be-evaluated and on which searches for ITI's could be based. Jenkins and Pany (1976) analyzed five standardized reading achievement tests of word recognition at grades one and two and seven commercial reading series. After observing differences among both tests and curricula and an interaction between the two, they concluded, "It appears doubtful that conventional achievement tests can serve as unbiased estimates of a curriculum's effect, at least at early grade levels" (p. 12). While some questions can be raised about the construction of their word lists, the possibility of item-by-treatment interactions and misleading aggregate effects is supported. An analysis of standardized tests and curricula for reading comprehension by Armbruster, Steven, and Rosenshine (1977) also yielded differences between skills taught and skills tested. The categories used for this analysis, however, seemed to be more a function of the way in which test questions were asked than of the content of the text to be read. These categories did not isolate vocabulary, sentence construction, sentence length, or complexity of concepts, all of which are known to affect comprehension.

**Developing a Taxonomy to Measure Content**

As part of our work on teacher decisions about the content of instruction, it was necessary to develop a method for describing the variety of content taught in fourth-grade mathematics. On the assumption that the items in standardized achievement tests of mathematics at the fourth-grade level should reflect that variety, an iterative process of analysis and classification of items on the
Stanford Achievement Test was conducted. The result of that content analysis and classification was the development of a taxonomy (shown in Figure 1 at the end of this paper). The taxonomy is a vehicle for illustrating test content analyses and their usefulness for defining practical significance and investigating ITI's.

The taxonomy provides an explicit description of the match between the content of a program and the content of a test used to evaluate that program. If an intervention addresses the content implied by a subset of the taxonomy cells, then those cells identify item domains that should be included on a test of effects. If there are hypotheses about transfer or concern for unanticipated negative effects, item domains identified by other cells in the taxonomy might also be included. Again, the taxonomy would help to make such interests explicit and so increase the precision with which they are addressed in the evaluation.

Reporting the distribution of items across cells in the taxonomy should also be an effective and efficient way to provide information necessary to support value judgments about size of effect. Further, the taxonomy should be useful in searching for item-by-treatment interactions which, if present, make interpretations of aggregate effects difficult. To facilitate the estimation of such interactions, each item domain should be represented by a set of items. The number of items in a set need not be as large as suggested for reliability in individual assessment, since item-by-treatment interactions are defined on group means rather than individual scores. The standard error of a group mean is directly related to group size, and group size counters the impact of low reliability due to few items defining individual scores.
Our taxonomy is defined by the intersections of three factors: (1) mode of presentation (3 levels), (2) nature of the material (13 levels), and (3) operations (12 levels). The intersections of these three factors result in 468 cells. In some respects the taxonomy may appear to be unrealistically detailed, while in others it may appear to gloss over important distinctions. Our goal was to provide a level of detail sufficient for describing teacher decisions about content of instruction. Clearly, the extent to which there are similarities or differences in content between a program and a test is a function of the detail level of the description provided. It is important to assume that our taxonomy is at a level of detail such that instruction can be directed to some cells and not others. The taxonomy has been reviewed by several teachers involved in mathematics instruction in the elementary grades, and those reviews were generally supportive of the assumption.

The first taxonomy factor -- Mode of Presentation -- distinguishes between items which present essential information in graphs, figures, and tables, and those which do not. For those items which do not present essential information in graphs, figures, or tables, a further distinction is made between items which specify the operation required for solution and those which do not (e.g., the typical story problem).

The second factor -- Nature of the Material -- has several levels which are not mutually exclusive but which are ordered in complexity. In using the taxonomy, an item is classified at the highest appropriate
level of complexity. In ascending order of complexity, the levels are:  
(1) single digits, (2) single and multiple digits, (3) multiple digits,  
(4) single fractions, (5) multiple fractions, (6) decimals, (7) percents,  
(8) alternative number systems (e.g., Roman numerals, clock arithmetic),  
(9) place value, (10) number sentences, (11) algebraic sentences (un-  
known quantities not isolated by an equal sign), (12) conversion from  
one scale of measurement to another, and (13) geometric figures.  

The third factor -- Operations -- also includes levels which are  
not mutually exclusive and again items are classified at the highest  
appropriate level of complexity. Starting with the least complex,  
the levels are (1) add, (2) subtract without borrowing, (3) subtract  
with borrowing, (4) add or subtract fractions without a common denomina-  
tor, (5) multiply, (6) divide without remainder, (7) divide with remain-  
der, (8) combination (more than one of the basic arithmetic operations),  
(9) grouping (use of parentheses), (10) identify equivalents (e.g.,  
select the figure with a fourth of its area shaded), (11) identify rule  
(e.g., number series problems), (12) identify terms (essentially vocabu-  
lary).

Classifying the Content of Standardized Tests

The popularity of standardized tests for use in program evaluation  
makes knowledge of their content important. Toward that end and to further  
illustrate the possibility of treatment-by-item interactions on presum-  
ably unidimensional tests, our taxonomy has been used to classify  
fourth-grade mathematics content on the four most widely used standardized
tests: the Stanford Achievement Test (SAT), the Iowa Test of Basic Skills (Iowa), the Metropolitan Achievement Test (MAT), and the California Test of Basic Skills (CTBS)*.

The items in the mathematics subtests at the fourth-grade level for all four standardized test batteries were independently classified by three of the authors. Assuming that agreement between two out of three raters makes an item classifiable, 98% of all the items could be classified. Inter-rater reliabilities are reported in Table 1 by test battery, subtest, and dimension of the taxonomy. Only those items on the Study Skills subtests pertaining to mathematics were classified. The cell entries represent percent of possible pairs of raters agreeing; for each item, all three raters agreeing counted as three out of three possible pairs and two raters agreeing counted as one out of three. Entries in the columns labeled C of Table 1 represent agreement as to the exact cell in the matrix. As might be expected, the computation subtests were described with the greatest accuracy -- 90% or more agreement at the exact cell level. The concepts subtests contained items most difficult to describe using the taxonomy, with exact cell agreements near 60%. The four tests were nearly equal in

---

* Iowa Tests of Basic Skills (1971); Level 10; Tests M-1, M-2, and appropriate items on W-2.

Metropolitan Achievement Tests (1970); Elementary Level; Tests 5, 6, & 7.

Stanford Achievement Tests (1973), Primary Level III (3rd Grade), Intermediate Level I (4th grade), and Intermediate Level II (5th grade); Tests 4, 5, & 6.

California Tests of Basic Skills (1968); Level II; Tests 6 & 7.
the extent to which they could be accurately described; the IOWA was a slight exception, particularly since it did not contain a subtest devoted to computation.

The percentages of items in each test battery at all levels of every dimension are presented in Table 2. For these data, an item was classified by reviewing the independent decisions of the three raters and resolving disagreements to the raters' mutual satisfaction. The reliabilities reported in Table 1 represent, therefore, a strong lower bound to that for data in Table 2. In one sense, the data in Table 2 may be misleading in that the percentages reported for the marginals of the taxonomy could be in agreement and still there would be no overlap in classification of items from the different tests at the cell level. To the extent that differences occur on the marginals, however, the tests do differ in content and at a rather low level of detail.

For mode of presentation, three of the four tests appeared quite similar, but the Iowa had a substantially larger proportion of items where essential information was presented in the form of graphs, figures, and tables. This difference was due, in part, to the absence of a computation subtest on the Iowa but not entirely, since the raw number of such items was considerably greater, as well. With the exception of the Iowa, roughly 20% of the items involved graphs, figures, or tables, and a little less than a third of the items required the respondent to figure out the necessary operation (for the most part, story problems).
On the nature of materials, there were more similarities than
differences among the four test batteries. Still, some important
differences existed. For example, the subtotals for the three levels
involving whole numbers varied from 39 to 66% with the SAT having the
highest percentage. Other frequently-represented levels were algebraic
sentences, at roughly 10%, and essential units of measurement, which
ranged from a low of 7% on the SAT to a high of 15% on the MAT. Per-
cents, alternative number systems, and geometric figures were not em-
phasized on any of the tests. (To provide a better understanding of
these differences it must be pointed out that for the SAT, a percent
is about .9 of an item. Further, an item is equivalent to approxi-
mately .2 of a grade equivalent near the middle of the norm distribu-
tion on the SAT math subtests.)

On the operations factor the tests were quite similar in the
percentages of items involving subtract without borrowing (6% - 8%),
add or subtract fractions without a common denominator (0% - 2%),
divide with remainder (1%), and combinations (6% - 8%). For the re-
maining levels there were modest to strong differences among the tests.
The MAT, for example, had 21% addition items, which was about eight
percentage points more than the other tests. The Iowa had at least
five percentage points fewer multiplication items than did the other
tests. Grouping was tested by the SAT but not at all by either the
MAT or the CTBS.

To provide some sense of how the tests varied in content across
grade levels, the third- and fifth-grade levels on the SAT were also
analyzed. The results are reported in Table 3 and are based on resolu-
tion of any disagreements between two independent raters, both of whom were also raters for the data in Table 2. The percentage distributions of items across mode of presentation levels remained nearly identical from the third-grade level to the fifth-grade level. Under nature of material, the percentages for items classified as single digits and place value decreased while the percentages increased for items classified as fractions, decimals, and percents. Surprisingly, the percent of items classified as algebraic sentences held quite constant at approximately 10%.

The data in Tables 2 and 3 represent descriptions of mathematics content across all subtests using only the marginals of the taxonomy. The data in Figure 2 represent item distributions across the cells of the taxonomy for the Concepts subtest of the SAT and the MAT. The X's in the upper half of each cell represent items on the SAT, and the 0's in the bottom half of each cell represent items on the MAT. Across the two subtests, items fell into 47 different cells. Of those 47 cells, however, only 7 – 15% were common to both tests. While the cell level analysis was most dramatic, sizable differences were reflected in comparisons on the marginals. For example, 12% of the MAT items were classified Operation Not Specified, while there were no such items on the SAT. Twenty-three percent of the MAT items involved essential units of measure while only 6% of the SAT items were classified at that level. The SAT had larger percentages of items classified as grouping (6% compared to 0%), identify rule (19% compared to 7%), and identify term (22% compared to 12%).
It is clear from these content analyses that a total score on any one of the subtests considered represents an aggregate across content areas; these aggregates might well vary in their sensitivity to any given mathematics intervention. It seems reasonable that a similar content analysis of a program to be evaluated would yield hypotheses about potential item-by-treatment interactions. Furthermore, there is sufficient variance in content across tests so that some are more likely relevant than others for assessing the effects of a given intervention. Finally, a taxonomy is an efficient method for communicating to those reading evaluation reports the information prerequisite to deciding what constitutes practical significance.

**Summary**

Defining practical significance in program evaluations is a difficult measurement problem which can only be solved by an intimate familiarity with the measures on which effects are estimated and their content relationship with the goals of the program being evaluated. Past attempts to provide general solutions to the size-of-effect problem have relied on standardized indices which can be estimated and reported without any knowledge of what was measured. For this reason, these efforts are viewed here as steps in the wrong direction. Instead, what is called for is a procedure whereby the content goals of the program, the content implied by a test, and the interrelationship between the two are made explicit. The procedure should investigate treatment-by-item interactions and, at the same time, describe the measures used so that persons other than the evaluator can reach their own decisions about practical significance. The taxonomy of fourth-grade mathematics illus-
trated the possibility of obtaining better knowledge about variables on which program effects are estimated. A detailed description of the mathematics sections of the four major standardized tests -- obtained with the taxonomy -- indicated rather substantial differences in content tested. From the analyses, it was clear that the standardized tests are not well suited to the task of estimating item domain by treatment interactions, as most cells in the taxonomy were represented by only one or two items.
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MODE OF PRESENTATION

<table>
<thead>
<tr>
<th>Nature of Material</th>
<th>Graphs, Figures, Tables or Physical Objects</th>
<th>Operation(s) Specified</th>
<th>Operation(s) Not Specified (Story Problems)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1  2  3  4  5  6  7  8  9  10  11  12</td>
<td>1  2  3  4  5  6  7  8  9  10  11  12</td>
<td>1  2  3  4  5  6  7  8  9  10  11  12</td>
</tr>
<tr>
<td>single digits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Whole Numbers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>multiple digits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>single digits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fractions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>multiple</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decimals</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percents</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>alternate number</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>systems</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>place value</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sentences</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>number</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>algebraic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>essential units</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>of measurement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>geometric figures</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>other</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Operations
1. Add
2. Subtract w/o borrowing
3. Subtract with borrowing
4. Add or Subtract Fractions
5. Multiply
6. Divide w/o remainder
7. Divide with remainder
8. Combination
9. Grouping
10. Identify Equivalents
11. Identify Rule (Order)
12. Identify Terms *

* Be sure to identify specifics on attached page.

Figure 1
<table>
<thead>
<tr>
<th>Nature of the Material/Operation</th>
<th>Graphs, Figures, Tables or Physical Objects</th>
<th>Operation(s) Specified</th>
<th>Operation(s) Not Specified (Story Problems)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single digits</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
<td></td>
</tr>
<tr>
<td>Whole single digit and Numbers multiple digit</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>Fractions single and multiple digits</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>Decimals</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>Percents</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>a. Alternate Number Systems</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>Place Value</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>Sentences</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>b. Algebraic</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>a. Essential Units of Measurement</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>a. Geometric Figures</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>other</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
</tbody>
</table>

Operations:
1. Add
2. Subtract w/o borrowing
3. Subtract with borrowing
4. Add or Subtract Fractions
5. Multiply
6. Divide w/o remainder
7. Divide with remainder
8. Combination
9. Grouping
10. Identify Equivalents
11. Identify Rule (Order)
12. Identify Terms

*Be sure to identify specifics on attached page.

Figure 2: Matrix Distribution of Items on Concepts Subtests of the SAT and MAT
### Inter-rater Agreement *

<table>
<thead>
<tr>
<th></th>
<th>Computation</th>
<th>Concepts</th>
<th>Problem Solving</th>
<th>Study Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D₁</td>
<td>D₂</td>
<td>D₃</td>
<td>C</td>
</tr>
<tr>
<td>SAT</td>
<td>100</td>
<td>98</td>
<td>93</td>
<td>92</td>
</tr>
<tr>
<td>MAT</td>
<td>100</td>
<td>92</td>
<td>98</td>
<td>90</td>
</tr>
<tr>
<td>IOWA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTBS</td>
<td>100</td>
<td>99</td>
<td>99</td>
<td>99</td>
</tr>
</tbody>
</table>

* Entries are percent of possible pairs of three raters agreeing

D₁ mode of presentation
D₂ nature of material
D₃ operations
C cell of the matrix

Table 1
<table>
<thead>
<tr>
<th></th>
<th>IOWA</th>
<th>MAT</th>
<th>SAT</th>
<th>CTBS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mode of Presentation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- graphs, figures, tables, etc.</td>
<td>43</td>
<td>15</td>
<td>21</td>
<td>19</td>
</tr>
<tr>
<td>- operation(s) specified</td>
<td>29</td>
<td>52</td>
<td>53</td>
<td>59</td>
</tr>
<tr>
<td>- operation(s) not specified</td>
<td>29</td>
<td>32</td>
<td>27</td>
<td>22</td>
</tr>
<tr>
<td><strong>(N=84)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nature of Material</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- single digits</td>
<td>12</td>
<td>15</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>- single and multiple digits</td>
<td>12</td>
<td>20</td>
<td>23</td>
<td>18</td>
</tr>
<tr>
<td>- multiple digits</td>
<td>24</td>
<td>19</td>
<td>22</td>
<td>19</td>
</tr>
<tr>
<td>- total -- whole numbers</td>
<td>47</td>
<td>54</td>
<td>66</td>
<td>39</td>
</tr>
<tr>
<td>- single fraction</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>- multiple fractions</td>
<td>5</td>
<td>3</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>- decimals</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>- percents</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>- alter. number systems</td>
<td>-</td>
<td>2</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>- place value</td>
<td>8</td>
<td>3</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>- number sentences</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>- algebraic sentences</td>
<td>8</td>
<td>10</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>- essen. units meas.</td>
<td>10</td>
<td>15</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>- geometric figures</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td><strong>other</strong></td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td><strong>Operations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- add</td>
<td>12</td>
<td>21</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>- subtract w/o borrowing</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>- subtract with borrowing</td>
<td>11</td>
<td>11</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>- add or subtract fractions w/o common denominator</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>- multiply</td>
<td>11</td>
<td>19</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>- divide w/o remainder</td>
<td>6</td>
<td>9</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>- divide with remainder</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>- combination</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>- grouping</td>
<td>2</td>
<td>-</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>- identify equivalents</td>
<td>20</td>
<td>18</td>
<td>16</td>
<td>15</td>
</tr>
<tr>
<td>- identify rule (order)</td>
<td>11</td>
<td>3</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>- identify terms</td>
<td>8</td>
<td>5</td>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

* entries are percents

** This does not represent a level of Nature of Material, but rather the percent of items on each test that could not be fit into the taxonomy.
### Table 3

**ITEM DISTRIBUTIONS FOR EACH FACTOR ACROSS GRADES**

**STANFORD ACHIEVEMENT TEST**

III. **Operations**

<table>
<thead>
<tr>
<th>Operation</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
</tr>
</thead>
<tbody>
<tr>
<td>add</td>
<td>13</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>subtract w/o borrowing</td>
<td>10</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>subtract with borrowing</td>
<td>9</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>add or subtract fractions</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>w/o common denominator</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>multiply</td>
<td>17</td>
<td>16</td>
<td>13</td>
</tr>
<tr>
<td>divide w/o remainder</td>
<td>10</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>divide with remainder</td>
<td>-</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>combination</td>
<td>10</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>grouping</td>
<td>1</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>identify equivalents</td>
<td>18</td>
<td>16</td>
<td>20</td>
</tr>
<tr>
<td>identify rule (order)</td>
<td>7</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>identify terms</td>
<td>4</td>
<td>6</td>
<td>12</td>
</tr>
</tbody>
</table>

* entries are percents
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